
  

  

Abstract— Implicit Neural Representation (INR), which 

parametrizes various types of signals into a single function 

through Neural Networks, has been actively researched. A 

Neural Radiance Field (NeRF) model utilizes the INR approach 

to represent a 3D space. MPEG established the ad-hoc called 

INVR (Implicit Neural Visual Representation) and is currently 

exploring the potential standardization of 3D video compression 

using NeRF-based techniques. In this paper, we proposed two 

compression methods of NeRF model using Neural Network 

Compression (NNC) codec. 

I. INTRODUCTION 

Recently, the Implicit Neural Representation (INR) 
method, which parametrizes various types of signals into a 
single function through neural networks, has been actively 
researched. A Neural Radiance Field (NeRF) model [1] 
utilizes the INR approach to represent a 3D space. Multiple 
views captured from various positions are used in the training 
stage, and the trained model can synthesize views from any 
positions within the 3D space. Recognizing that the 
representation of new time-series data could serve as a novel 
compression approach [2], the Moving Picture Expert Groups 
(MPEG) established the ad-hoc called Implicit Neural Visual 
Representation (INVR) and is currently exploring the potential 
standardization of 3D video compression using NeRF-based 
techniques. 

In this paper, we proposed two compression methods of 
NeRF model using Neural Network Compression (NNC) [3]. 

II. NERF MODEL COMPRESSION 

The NeRF model trained on a given multi-view video can 
synthesize and render arbitrary viewpoints. The NeRF model 
consists of four parameter parts, among which the parameters 
for the coarse and fine networks are essential for inference. 
Therefore, the compression is applied to only two essential 
parameter parts. In the first NeRF model compression method 
involves using the same Quantization Parameter (QP) to 
compress the two essential parameters with NNC [4]. NNC 
includes only quantization and entropy coding, excluding 
preprocessing steps such as pruning.  

The coarse and fine networks utilize the same multi-layer 
perceptron (MLP) architecture and exhibit similar data sizes. 
However, between the two parameters, the fine network has a 
more crucial role in inference compared to the coarse network. 
Therefore, by allocating the given bitrate differently based on 
the significance of each network, it is possible to compress the 
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NeRF model with enhanced rendering performance while 
maintaining the target bitrate. In other words, compressing the 
fine network with a smaller QP and compressing the coarse 
network with a higher QP in NNC can maintain better 
rendering performance at the same compression bitrate. That 
is, the second method compress the NeRF model with 
network-adaptive bit allocation. 

NeRF is trained using the 'mirror' sequence from the Test 
Model MPEG Immersive Video (TMIV) dataset [5]. The 
model parameters are then compressed using NNC through the 
two methods. Performance comparison is based on Peak 
Signal-to-Noise Ratio (PSNR) versus Bits Per Pixel (BPP), 
calculated by dividing compressed the bitstream data size by 
the number of total rendered pixels. TMIV Common Test 
Conditions (CTCs) [5] uses 5 predefined QPs for compression 
and measures PSNR quality at each bit rate. Figure 1 shows 
the experimental results. Applying different QPs to compress 
the two parameters using NNC get higher PSNR compared to 
compressing with the same QP. And at some QP points, better 
performance is confirmed than TMIV. 

 

Figure 1. Comparison of NeRF compression performance. 
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