
  

  

Abstract—An automated vision-based rehabilitation exercise 

assessment is a portable and cost-effective way of evaluating the 

patients’ performance in a home-based setting and predicting a 

performance score by analyzing the correct and incorrect 

exercise sequences performed by the patient. Recent works have 

shown that exploring spatial and temporal features of the 

skeleton data is vital for this task. However, most of the methods 

treat all body joints equally and fail to capture the correlation 

information between all joints. Hence, to address this limitation, 

we have proposed an attention-enhanced graph convolutional 

network (ST-GCN) that captures the spatial and temporal 

dependencies among the body joints incorporating an attention 

mechanism to learn global information for the joint-specific 

roles to provide better assessment results. 

I. INTRODUCTION 

Current deep learning approaches extract features but fail 

to capture the patterns embedded in the spatial configuration 

of the joints as well as their temporal dynamics. Thus, we 

incorporate a non-local attention module [1] into the spatial 

temporal graph convolutional network to capture long-range 

dependencies directly by computing interactions between any 

two positions, regardless of their positional distances. 

II. PROPOSED METHOD   

 

Fig.1. Network architecture of the proposed attention-

enhanced spatial temporal graph convolutional network 

(left). Non-local attention block (right). 

First, we start with constructing graph and performing spatial 

and temporal convolutions on the input data. This processed 

input is fed into the ST-GCN which includes the non-local 
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attention module [1] in layer 2 and 3 between the spatial and 

temporal convolution layer. Inside this attention module, the 

first 1×1 linear mapping is performed on the feature maps of 

spatial convolution. Second, a matrix point multiplication 

operation is performed on θ and ϕ to calculate the 

autocorrelation in the feature, followed by SoftMax to obtain 

the self-attention coefficient. Lastly, the attention coefficient 

is multiplied by the feature matrix g and a residual connection 

is added with the original input feature map. After processing 

through 7 layers of spatial and temporal blocks along with a 

non-local attention mechanism, a global pooling layer 

aggregates the features across the layers to predict the final 

assessment score. 

 

III. EXPERIMENTAL RESULTS 

We evaluated the model using PyTorch and two Nvidia 
RTX 3060 GPUs on two publicly available rehabilitation 
exercise datasets: (1) UI-PRMD and (2) KIMORE. We use 
mean absolute error (MAE) score as the evaluation metrics. 
Table 1. below summarizes the quantitative results. 

 
TABLE I.  AVERAGE MEAN ABSOLUTE ERROR (MAE) SCORES OF 

EXERCISE ASSESSMENT 

Avg. MAE 

score  
Our method 

GCN + self-

supervision [2] 
Deep CNN[3] 

UI-PRMD 0.0219 0.0221 0.0252 

KIMORE 0.7840 - 0.0966 

CONCLUSION 

In this paper we present an attention-enhanced spatial 

temporal graph convolutional network that efficiently learns 

the spatial and temporal relationships, incorporating an 

attention mechanism that computes the response at a position 

as a weighted sum of the features at all positions in the input 

feature maps. This helps the network learn long-range 

dependencies between the joints that might not be directly 

connected to a specific joint in the graph but play an important 

role in a particular exercise.  
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