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Abstract—The use of Convolutional Neural Networks for Hand
Pose Estimation from RGB images has seen significant improve-
ment recently. In this study, we have proposed a lightweight
framework for 2D HPE, which utilizes the Convolutional Pose
Machine architecture. Our approach involves using customized
ConvNext as a backbone for feature extraction, along with a
Global Context Block. Our experimental results demonstrate that
our model outperforms existing methods on the CMU panoptic
hand dataset.

Index Terms—2D HPE, ConvNeXt, GCB, CPM

I. INTRODUCTION

Human hands are the primary means of interacting with
the physical world, and they play a similar role in Human-
Computer Interaction. In recent years, Computer Vision (CV)
has made significant advancements thanks to the growth of Ar-
tificial Intelligence and Deep Learning. Hand Pose Estimation
(HPE) has also gained momentum due to these advancements,
attracting the attention of researchers eager to contribute to the
field. However, HPE remains challenging due to factors such
as self-occlusion, dexterity, depth-ambiguity, and variations
in hand size. HPE has numerous real-world applications,
including Virtual and Augmented Reality, robotics, medicine,
the automotive industry, and sign language processing. As 2D
HPE is essential for 3D HPE, we aim to focus on 2D HPE in
this paper.

We proposed a Lightweight 2D HPE model that aims to
overcome computational costs while maintaining accuracy.
The proposed model is designed to strike a balance between
computational efficiency and accuracy.

II. PROPOSED METHOD

We utilized the ConvNeXt [1] model for feature extraction,
a state-of-the-art model for many CV tasks, including HPE.
Our customized ConvNeXt consists of three conv blocks,
each with distinct properties. After each convolution operation,
the Rectified Linear Unit activation function is applied to
introduce the nonlinearity in the model. To further improve
the feature extraction process, especially for the challenging
task of 2D HPE, we incorporate a Global Context Block
(GCB) in addition to the convolutional layers. After the feature
extraction process, we applied two additional convolutional
layers to adjust the number of channels in the feature maps.
The resulting features are then passed to a customized CPM

block to reduce the model size. Specifically, the channels
in the first stage are reduced from 512 to 256, and the
remaining stages are reduced from 256 to 128. This leads to a
significant reduction in computational cost while maintaining
high accuracy. The detailed architecture of our proposed model
is shown in Fig. 1.

Fig. 1. Overall architecture of our proposed framework.

III. EXPERIMENTAL RESULTS

Table I shows the experimental results performed on CMU
panoptic hand dataset, and our proposed approach tends to per-
form better than the existing methods, with fewer parameters.

TABLE I
EXPERIMENT RESULTS ON CMU PANOPTIC HAND DATASET

Models σ 0.04 σ 0.08 σ 0.12 Para(M) GFLops
CPM [2] 56.76 82.50 89.45 36.80 103.23

LPM-6 [3] 60.71 84.93 91.10 - -
OCPM [4] 63.67 87.10 93.01 29.28 80.53

Our 65.43 89.17 94.05 8.15 18.53
∗Threshold is denoted by σ

IV. CONCLUSION AND FUTURE WORK

Our proposed framework outperforms the existing
lightweight frameworks in terms of both accuracy and
computational cost. We are aiming to extend our work to 3D
HPE in the future.
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