
  

  

Abstract—Graph theory is the main theory for handling data 

with complex relationships: social networks, protein structures, 

and web page links. In graph theory, an adjacency matrix 

represents a finite graph structure as a square matrix. 

Additionally, a graph embedding vector is a low-dimensional 

vector that extracts the features of a graph. However, adjacency 

matrices have a drawback of being sensitive to graph vertex 

ordering changes. In this study, we propose a neural network 

model using graph isomorphism problem to generate new graph 

embedding vectors. Experimental results showed that the 

embedding vectors are robust to vertex reordering.  

I. INTRODUCTION 

Adjacency matrix is one of the methods in graph theory to 
represent a graph as a matrix, and has been used for spectral 
analysis of graphs. However, the drawback that vertex 
reordering changes the adjacency matrix can be problematic in 
specific situations where the same graph is observed multiple 
times. In this study, we propose a neural network model using 
graph isomorphism to solve this problem. 

II. PROPOSED METHOD 

Fig. 1 shows the architecture of the proposed model. The 

model takes two adjacency matrix inputs and outputs 

isomorphisms with a probability of 0 to 1. In front of the 

output layer, there are group of the layers in which two 

embedding vectors 𝑧1, 𝑧2 ∈ ℝ256  are generated. The layers 

generating those vectors seem to be two independent models, 

but they share the same training parameters. The vector 

generation layers consist of Batch Normalization [1], 

feedforward layers, transposition layers, and skip connections.  

 
 

III. EXPERIMENTAL RESULTS 

The model shown in Fig. 1 was trained using 200,000 

isomorphic and non-isomorphic dataset, which are a 

combination of the adjacency matrices of several random 

graphs with 10 to 50 vertices and the adjacency matrices of 

those graphs with vertex reordering. We found that the cosine 

similarity of the embeddings of the test dataset was 

independent of  vertices ordering. The experiments compared 

classification accuracies of ENZYMES enzyme dataset from 

TUDataset [2] by two different MLP models: MLP1 uses the 

adjacency matrix as input, while MLP2 uses the generated 

embeddings of the dataset as input. The experimental results 

shown in Fig. 2 demonstrate that the classification accuracies 

of the two MLPs are comparable. 

IV. CONCLUSION 

By calculating graph isomorphism problem in the neural 

network model, we were able to generate graph embedding 

vectors that are robust to graph vertex reordering and 
preserve graph structure. Experimental results indicate the 

availability of the generated graph embedding vectors for 

graph classification. Future work includes improving the 

graph isomorphism model. 
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Figure 1. The proposed architecture 

Figure 2. The classification accuracy 


